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I studied rater effects in the writing and speaking sections of the Test of German as a
Foreign Language (TestDaF). Building on the many-facet Rasch measurement meth-
odology, the focus was on rater main effects as well as 2- and 3-way interactions be-
tween raters and the other facets involved, that is, examinees, rating criteria (in the
writing section), and tasks (in the speaking section). Another goal was to investigate
differential rater functioning related to examinee gender. Results showed that raters
(a) differed strongly in the severity with which they rated examinees; (b) were fairly
consistent in their overall ratings; (c) were substantially less consistent in relation to
rating criteria (or speaking tasks, respectively) than in relation to examinees; and (d)
as a group, were not subject to gender bias. These findings have implications for con-
trolling and assuring the psychometric quality of the TestDaF rater-mediated assess-
ment system.

Rater effects such as severity or leniency, halo, or central tendency are commonly
viewed as a source of method variance, that is, as a source of systematic variance in
observed ratings that is associated with the raters and not with the ratees (Cron-
bach, 1995; Hoyt, 2000; Myford & Wolfe, 2003). In other words, rater effects are
irrelevant to the construct being assessed through ratings and, thus, threaten the va-
lidity of the assessment procedure (Bachman, 2004; Messick, 1989, 1995; Weir,
2005).1
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In this research, I examined rater effects in German-as-a-foreign-language
(GFL) performance assessments. GFL assessments of writing and speaking per-
formance are routinely carried out in a standardized fashion using the Test of Ger-
man as a Foreign Language (TestDaF, Test Deutsch als Fremdsprache). Whereas
the issue of rater effects has been thoroughly studied in previous research focusing
on assessments of English language proficiency (see, e.g., Bachman, Lynch,
& Mason, 1995; Engelhard, 1994; Lumley & McNamara, 1995; North, 2000;
Weigle, 1999), similar investigations of rater-mediated performance assessments
in a GFL context have been lacking.

Filling this gap is important for at least two reasons: (a) the TestDaF is a
large-scale assessment instrument with many thousands of examinees taking the
test worldwide every year, and (b) the TestDaF is a high-stakes test designed for
foreign students applying for entry to an institution of higher education in Ger-
many. Because of its relevance to far-reaching educational decisions, ensuring a
sufficiently high psychometric quality of this measure of German language profi-
ciency is mandatory (see Eckes, 2003, 2005a, 2005b). As part of the quality assur-
ance process, I investigated the extent to which TestDaF writing and speaking per-
formance scores were influenced by differences in rater severity or leniency and by
various forms of interaction effects related to raters, such as interactions between
raters and examinees or between raters and speaking tasks.

RATER EFFECTS IN LANGUAGE
PERFORMANCE ASSESSMENTS

Previous research in various performance settings has revealed substantial degrees
of rater effects. Based on different kinds of psychometric approaches implying dif-
ferent ways of modeling these effects, in particular based on generalizability the-
ory (see, e.g., Brennan, 2001; Marcoulides, 2000; Shavelson & Webb, 1991) and
many-facet Rasch measurement (Linacre, 1989; Linacre & Wright, 2002), re-
searchers demonstrated the pervasive and often subtle ways in which raters exert
influence on ratings. For example, in a meta-analysis of 79 generalizability studies
covering a wide range of attribute types and rating procedures, Hoyt and Kerns
(1999) found that an average of 37% of variance in ratings was attributable to rater
main effects and rater–ratee interactions. When the analysis was restricted to at-
tributes requiring rater inference (e.g., global ratings of achievement or trait rat-
ings), the average proportion of variance due to rater effects was as high as 49%.

Studies focusing on language performance assessments similarly identified a
significant degree of rater main effects. In particular, researchers observed marked
differences in rater severity or leniency (see, e.g., Engelhard, 1994; Engelhard &
Myford, 2003; Lumley & McNamara, 1995). Such differences were shown to exist
even after specific rater training (Barrett, 2001; Lumley & McNamara, 1995;
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Weigle, 1998) and to persist in groups of raters across a 3-year period (Fitzpatrick,
Ercikan, Yen, & Ferrara, 1998). Moreover, researchers found significant effects
for rater–ratee interaction (Kondo-Brown, 2002; Lynch & McNamara, 1998),
rater–task type interaction (Lynch & McNamara, 1998; Wigglesworth, 1993), and
rater–criteria interaction (Wigglesworth, 1993).

Reviewing the implications for rater training, McNamara (1996) recommended

to accept that the most appropriate aim of rater training is to make raters internally
consistent so as to make statistical modelling of their characteristics possible, but be-
yond this to accept variability in stable rater characteristics as a fact of life, which
must be compensated for in some way. (p. 127)

In the case of TestDaF, several measures are routinely taken to diminish the de-
gree of unwanted rater variability at the training stage. Thus, raters are trained on
the basis of a detailed list of carefully devised scoring guidelines, they are certified
to participate in the actual scoring sessions upon fulfillment of strict selection cri-
teria, and they are monitored as to their compliance with scoring specifications on
a regular basis. The extent to which these training, evaluation, and monitoring pro-
cedures have been successful is an open question—a question that is addressed in
this research.

Furthermore, in light of social-psychological research documenting peoples’
tendency to see others’ behavior through a gender lens (see, for reviews, Deaux &
LaFrance, 1998; Eagly & Mladinic, 1994), another issue of importance refers to
the extent to which raters are subject to gender-based perceptions and evaluations
when scoring examinee performance. This is the issue of differential facet func-
tioning related to raters, or differential rater functioning (DRF), for short. Note that
DRF is conceptually similar to differential item functioning observed across rele-
vant subgroups of examinees (Engelhard & Myford, 2003; Wang, 2000).

Engelhard and Myford (2003) studied DRF in the context of essays written for
the Advanced Placement English Literature and Composition Exam. Although, as
a group, raters did not show a differential severity or leniency effect related to stu-
dent gender, the researchers were able to identify individual raters who tended to
consistently assign unexpectedly low or high scores to male students’essays, given
the particular rater’s level of severity or leniency and the male students’ perfor-
mance measures.2

In the remainder of this article, I first describe key features of the TestDaF and,
then, present results on the psychometric quality of various parts of the TestDaF
performance assessment system. Major results concern the degree of differences in
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rater severity or leniency, the degree of within-rater consistency, as well as two-
and three-way interactions between raters and examinees, rating criteria (in the
writing section), and tasks (in the speaking section), respectively. Finally, I address
the issue of differential rater functioning related to examinee gender.

THE TESTDAF

The data set analyzed here came from the third worldwide administration of the
TestDaF that took place in April 2002. As its main purpose, this test is to allow for-
eign applicants to prove their knowledge of German in the academic context while
still in their home country. Test tasks and items are centrally constructed and evalu-
ated, and TestDaF examinee performance is centrally scored (see, for more detail,
Eckes et al., 2005; Grotjahn, 2004; see also www.testdaf.de).

The TestDaF consists of four sections: reading comprehension, listening com-
prehension, written expression, and oral expression. Examinee performance in
each of these sections is related to one of three levels of language proficiency in the
form of band descriptions; these levels (TestDaF-Niveaustufen, TestDaF levels)
are TDN 3, TDN 4, and TDN 5. The TDNs are intended to cover the Council of Eu-
rope’s (2001) Lower Vantage Level (B2.1) to Higher Effective Operational Profi-
ciency (C1.2); that is, the TestDaF measures German language proficiency at an
intermediate to high level. There is no differentiation among lower proficiency lev-
els; it is just noted that the TDN 3 level has not yet been achieved (below TDN 3).

The writing and speaking sections, which were the focus of this research, are
performance-based instruments. More specifically, the writing section is designed
to assess the examinees’ ability to produce a coherent and well-structured text on a
given topic taken from the academic context. In the first part of this section, charts,
tables, or diagrams are provided along with a short introductory text, and the
examinee is asked to describe the relevant information. Specific points to be dealt
with are stated in the rubric. In the second part, the examinee has to consider differ-
ent positions on an aspect of the topic and write a well-structured argument. The
input consists of short statements, questions, or quotes. As before, aspects to be
dealt with in the argumentation are stated in the rubric. Both parts are considered
tightly interconnected components of a single complex task, and are rated as such.

In a similar fashion, the speaking section taps the examinees’ ability to commu-
nicate appropriately in typical situations of university life. It consists of 10 tasks
and utilizes the Simulated Oral Proficiency Interview format (see Kenyon, 2000).
Following this format, the speaking section is administered via audio-recording
equipment using prerecorded prompts and printed test booklets. There are four
parts, which together comprise 10 tasks. In the first part, the “warm-up task,” the
examinee is asked to make a simple request. The second part (4 tasks) focuses on
situation-related communication, such as obtaining and supplying information,
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making an urgent request, and convincing someone of something. The third part (2
tasks) relates to the act of “describing,” whereas the fourth part (3 tasks) centers on
“presenting arguments.”3 Each task is designed to represent a particular difficulty
level. Specifically, at each of the three TDN levels (i.e., TDN 3, TDN 4, and TDN
5) there are three tasks (excluding the warm-up), and the maximum TDN score
achievable at a given task corresponds to the difficulty level of that task.4

RESEARCH QUESTIONS

The main questions addressed in this research can be summarized as follows:

1. Do TestDaF raters differ in the severity or leniency with which they rate
examinee performance in the writing and speaking sections, respectively;
and, if so, to which extent?

2. Do TestDaF raters use the TDN rating scale consistently overall; that is, do
they stay reasonably close to their own scoring standard?

3. Do TestDaF raters maintain a uniform level of severity or leniency across
examinees, across criteria used in the writing section, and across tasks in-
cluded in the speaking section?

4. Do TestDaF raters show evidence of differential rater functioning related to
examinee gender; that is, do they maintain a uniform level of severity or le-
niency across male and female examinees?

METHOD

Examinees

The writing section was administered to 1,359 participants (747 females, 612
males), the speaking section to 1,348 participants (741 females, 607 males). Par-
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speaking). Scoring guidelines can be found at www.testdaf.de/html/pruefung/bewertung.htm. Note
that since spring 2005, a substantially revised speaking section has been employed (see www.testdaf.
de/html/vorbereitung/modellsatz_02/ma/). This new speaking section comprises seven tasks (the
warm-up plus 2 tasks per TDN level); moreover, language performance is rated on eight criteria per
task, and these ratings are fed into many-facet Rasch analyses comprising four facets (examinees, rat-
ers, tasks, and criteria).

4The rationale underlying the systematic variation in task difficulty level is, in a sense, akin to the
notion of tailored testing. For example, a fairly complex TDN 5 task would demand too much of
examinees with language proficiency close to TDN 3, possibly making them fail to achieve the appro-
priate TDN 3 score, whereas the same examinees would have a real chance to succeed when working on
a TDN 3 task.



ticipants’ mean age was 23.65 years (SD = 4.99); 91.4% of participants were aged
between 18 and 30 years.

There were 108 TestDaF test centers involved in this administration (40 centers
in Germany, 68 centers in 41 foreign countries). In terms of the number of
examinees, the following five national groups ranked highest (percentages in pa-
rentheses): the People’s Republic of China (30.8%), Bulgaria (20.7%), Russia
(5.1%), Morocco (3.0%), and Poland (2.4%).

Raters

The raters who scored the examinees’ writing or speaking performance were all
experienced teachers and specialists in the field of German as a foreign language.
Each rater was licensed upon fulfillment of strict selection criteria. As mentioned
previously, raters were systematically trained and monitored as to compliance with
scoring guidelines.

Twenty-nine raters (23 women, 6 men) participated in the scoring of ex-
aminees’ writing performance, 31 raters (26 women, 5 men) provided scorings of
examinees’ speaking performance. Raters’ age ranged from 32 to 68 years. The
number of examinees per rater ranged from 29 to 206 for writing, and from 25 to
154 for speaking.

Procedure

Participants were first presented with the writing section (60 min), followed by the
speaking section (30 min). Ratings of examinees’ essays were carried out accord-
ing to a detailed catalogue of performance aspects, including grammatical and lex-
ical correctness, range of grammatical and lexical knowledge, degree of structure,
and coherence. Based on these specific aspects, raters provided final scorings on
the following three criteria: (a) global impression, (b) treatment of the task, and (c)
linguistic realization. On each criterion, examinee performance was scored using
the 4-point TDN scale (with categories below TDN 3, TDN 3, TDN 4, TDN 5).5

Regarding the speaking section, examinee oral responses were recorded, and
raters scored each speech sample (excluding the warm-up) on the basis of a de-
tailed catalogue of performance criteria. These included fluency, clarity of speech,
prosody and intonation, grammatical and lexical correctness, range of grammati-
cal and lexical knowledge, and degree of structure and coherence.

To reduce the raters’ workload in terms of the number of tasks to be rated per
examinee, and to make this test section more efficient overall, a top-down rating
procedure was employed. That is, the rating procedure started with tasks at the
TDN 5 level (remember that each task had a predetermined difficulty level). If the
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performance at hand was scored as TDN 5, the rating terminated; otherwise, tasks
at TDN 4 were assessed, whereupon it was decided whether tasks at TDN 3 needed
to be rated as well. Hence, the number of tasks considered when rating examinee
performance in the speaking section could range from three to nine.

Due to this rating design, three different rating scales were used for speaking:
(a) a 4-point scale for tasks at TDN 5 level (with categories below TDN 3, TDN 3,
TDN 4, TDN 5), (b) a 3-point scale for tasks at TDN 4 level (with categories below
TDN 3, TDN 3, TDN 4), and (c) a 2-point (dichotomous) scale for tasks at TDN 3
level (with categories below TDN 3, TDN 3).

In both the writing and the speaking section, examinee performance was inde-
pendently scored by two raters. These two raters’ scorings served as input to the
Rasch analysis computer program described next.6

Data Analysis

To answer the research questions outlined previously, I analyzed the rating data by
means of the computer program FACETS (Version 3.54; Linacre, 2004), with sep-
arate FACETS analyses run on the writing and speaking sections. The program
used the ratings that raters awarded to examinees to estimate individual exami-
nee proficiencies, rater severities, criteria or task difficulties, and scale category
difficulties.

I modeled the rating scale for each criterion (or task) to have its own category
structure; that is, the structure of the rating scale could vary from one criterion (or
task) to another. Hence, the specific model implemented in the analyses was a
three-facet partial credit model (Linacre & Wright, 2002). I centered all facets ex-
cept the examinee facet and left the convergence criteria at their default values (i.e.,
the maximum size of the largest marginal score point residual was 0.5 score points,
and the maximum size of the largest logit change was 0.01 logits; see, for more de-
tail, Linacre, 2004). The estimation process ceased automatically after 165 itera-
tions for writing and after 254 iterations for speaking.

FACETS calibrates the examinees, raters, criteria (tasks), and the rating scales
onto the same equal-interval scale (i.e., the logit scale), creating a single frame of
reference for interpreting the results of the analysis. Once the parameters of the
model have been estimated, interaction effects, such as the interaction between rat-
ers and examinees or between raters and criteria, can be detected by examining the
standardized residuals (i.e., standardized differences between the observed and ex-
pected ratings). An interaction analysis (or bias analysis) helps to identify unusual
interaction patterns among facet elements, particularly those patterns that point to
consistent deviations from what is expected on the basis of the model.
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In addition to studying various interaction effects, I performed a gender bias
analysis by estimating a writing (or speaking) performance measure for each
group of female and male examinees along with separate performance measures
for each and every combination of individual raters with the respective gender
group (see Engelhard, 2002; Engelhard & Myford, 2003; Myford & Wolfe, 2003).
More specifically, FACETS computed a gender bias statistic (Z statistic) to test the
null hypothesis that there was no gender bias in the data. A statistically significant
Z statistic would indicate that the particular rater–gender group combination re-
sulted in unexpectedly low or high ratings, given the rater’s level of severity and
the gender group’s level of proficiency. Thus, a rater–examinee gender bias analy-
sis helped to find out whether any of the raters exercised differential severity or le-
niency, rating men’s essays (or women’s essays) more severely or leniently than
expected, or whether each rater’s level of severity or leniency was invariant across
gender groups.

RESULTS

Global Model Fit

Overall data–model fit can be assessed by examining the responses that are unex-
pected given the assumptions of the model. According to Linacre (2004), satisfac-
tory model fit is indicated when about 5% or less of (absolute) standardized residu-
als are equal or greater than 2, and about 1% or less of (absolute) standardized
residuals are equal or greater than 3.

There were 8,154 valid responses (i.e., responses used for estimation of model
parameters) included in the analysis for writing. Of these, 419 responses (or 5.1%)
were associated with (absolute) standardized residuals equal or greater than 2, and
12 responses (or 0.1%) were associated with (absolute) standardized residuals
equal or greater than 3. The results for speaking were as follows. Of 16,276 valid
responses, 726 responses (or 4.5%) were associated with (absolute) standardized
residuals equal to or greater than 2, and 126 responses (or 0.8%) were associated
with (absolute) standardized residuals equal or greater than 3.

Taken together, these findings indicated satisfactory model fit for both writing
and speaking. Additional statistics that are similarly suited to assess the fit of the
data to the Rasch model (e.g., rater fit statistics) are presented later.

Calibration of Examinees, Raters, Criteria, and Tasks

Writing. Figure 1 displays the variable map representing the calibrations of
the examinees, raters, criteria, and the 4-point rating scale as raters used it to score
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FIGURE 1 Variable map from the FACETS (Version 3.54; Linacre, 2004) analysis of the Test
of German as a Foreign Language (TestDaF) writing performance data. Note that each star in
the second column represents seven examinees, and a dot represents fewer than seven ex-
aminees. Each number in the fourth column represents a particular rating criterion (1 = global
impression, 2 = treatment of the task, 3 = linguistic realization). The horizontal dashed lines in
columns 5 through 7 indicate the category threshold measures.



examinee essays on each criterion. Table 1 provides various summary statistics
from the FACETS analysis for the three facets.

As can be seen, the variability across raters in their level of severity was sub-
stantial. The rater severity measures showed a 4.26-logit spread, which was about a
third of the logit spread observed for examinee proficiency measures. Thus, de-
spite all efforts at achieving high rater agreement during extensive training ses-
sions, the rater severity measures were far from being homogeneous. This was
consistently revealed by the separation statistics: (a) the fixed chi-square value was
highly significant, indicating that at least two raters did not share the same parame-
ter (after allowing for measurement error), (b) the rater separation index showed
that within this group of raters there were about nine-and-a-half statistically dis-
tinct strata of severity, and (c) the reliability of rater separation attested to a very
high rater disagreement.

Speaking. The variable map representing the calibrations of the examinees,
raters, tasks, and the 4-point as well as 3-point rating scales as raters used them to
score examinee speaking performance is portrayed in Figure 2.7 Rasch summary
statistics for the three facets are shown in Table 2.

Once again, there was a substantial degree of variability across raters in their re-
spective measures. In this FACETS run, the rater severity measures showed a
2.85-logit spread, which was over a fifth of the logit spread observed for examinee
proficiency measures. The separation statistics also clearly attested to the high de-
gree of heterogeneity among this group of raters.

Observed and fair scores. The pronounced differences in rater severity
measures shown to exist for the TestDaF writing and speaking sections do not at all
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TABLE 1
Summary Statistics for the Many-Facet Rasch Analysis of the Writing Data

Statistics Examineesa Raters Criteria

M measure 0.61 0.00 0.00
M SE 0.83 0.14 0.04
χ2 12,139.3* 1,836.5* 450.3*
df 1,283 28 2
Separation index 4.45 9.61 16.51
Separation reliability 0.91 0.98 0.99

aExaminees with nonextreme scores only.
*p < .01.

7The 2-point (dichotomous) rating scale is not included in Figure 2, because in this particular case
the category calibrations (or thresholds) for TDN Level 3 tasks (7–9) are the same as these tasks’ diffi-
culty measures.



207

FIGURE 2 Variable map from the FACETS (Version 3.54; Linacre, 2004) analysis of the Test
of German as a Foreign Language (TestDaF) speaking performance data. Note that each star in
the second column represents 11 examinees, and a dot represents fewer than 11 examinees.
Each number in the fourth column represents a particular speaking task (1–3 = TDN level 5
tasks rated on a 4-point scale, 4–6 = TDN level 4 tasks rated on a 3-point scale, 7–9 = TDN level
3 tasks rated on a 2-point scale). The horizontal dashed lines in columns 5 through 10 indicate
the category threshold measures for the 4- and 3-point scales, respectively (the thresholds for
the 2-point scale coincide with the difficulty measures of Tasks 7–9).



stand out as being unusual when related research on rater-mediated performance
assessments is taken into account (see, e.g., Bachman et al., 1995; Engelhard,
1994; Lunz & Wright, 1997; McNamara, 1996; Weigle, 1998). Yet, rater severity
or leniency differences in the order revealed here can have important conse-
quences for examinees. Particularly, when examinees’ scores lie in critical deci-
sion-making regions of the score distribution, the final TDN levels awarded to
examinees may be affected by even small adjustments for differences in rater se-
verity (see, for a detailed discussion, Myford, Marr, & Linacre, 1996).

In this analysis, consider examinees’ observed scores, or “raw scores,” com-
puted as the average of ratings across raters and criteria (for writing), in relation to
these examinees’ adjusted scores, or “fair scores,” computed on the basis of
many-facet Rasch model parameter estimates (Linacre, 2004). The fair scores
compensate for rater severity or leniency differences by computing the expected
rating for a particular examinee that would be obtained from a rater with level of
severity equal to zero; that is, for a rater who was neither more lenient nor more se-
vere than other raters. Table 3 displays some examples taken from the many-facet
Rasch analysis of the writing data.

As can be seen, Examinees 616 and 504 received identical observed scores
(4.50), yet their fair scores were clearly different (4.85 and 4.03, respectively).
Conversely, Examinees 257 and 813 had identical fair scores (4.65) but widely dif-
fering observed scores (4.67 and 4.33, respectively). Using conventional cut-offs
for the assignment of final TDNs (e.g., TDN 4 if the score is within the range of
3.50 and 4.49), Examinee 813 was awarded a TDN 4 based on the observed score
but a TDN 5 (the highest proficiency level possible) based on the adjusted score;
exactly the opposite TDN assignments resulted for Examinee 504.

Taking into account the severity measures obtained for the raters involved, the
discrepancies between observed and fair scores can be accounted for easily. Thus,
Examinee 813’s essay was scored by Raters 23 and 19, the first of which proved to
be the most severe rater of all raters in the group (2.17 logits, SE = 0.13), the other
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TABLE 2
Summary Statistics for the Many-Facet Rasch Analysis of the Speaking Data

Statistics Examineesa Raters Tasks

M measure 2.34 0.00 0.00
M SE 0.63 0.10 0.06
χ2 16,747.8* 2,178.4* 4,387.1*
df 1,240 30 8
Separation index 5.04 10.87 26.24
Separation reliability 0.93 0.98 1.00

aExaminees with nonextreme scores only.
*p < .01.



one’s severity was still above average (0.26 logits, SE = 0.12). Quite to the con-
trary, both raters involved in the scoring of Examinee 504’s essay turned out to be
highly lenient (Rater 20: –1.67 logits, SE = 0.08; Rater 02: –2.08 logits, SE = 0.12;
see also Figure 1). In the FACETS run, these severity or leniency differences were
controlled for, leading to an upward adjustment of one TDN level for Examinee
813, and to a downward adjustment of one TDN level for Examinee 504, as com-
pared to the TDN assignments based on the observed scores.

TDN assignments across all examinees using fair as compared to observed
scores yielded 183 differences (or 13.5% of the sample) in the writing section;
more specifically, 140 examinees would have received one TDN level lower than
the original score if score adjustment had been employed, whereas 43 examinees
would have received one TDN level higher. For speaking, the comparison between
fair and observed scores yielded 231 assignment differences (or 17.1% of the sam-
ple); in this case, 23 examinees would have received a downward adjustment and
208 examinees an upward adjustment by one level each if the TDN assignment had
been based on fair scores. The weighted kappa index (Cohen, 1968) indicated that
the agreement between TDN assignments on the basis of fair and observed scores
was fairly high overall (.85 for writing, .78 for speaking).

Rater Fit

In this analysis, rater fit refers to the extent to which a given rater is associated with
unexpected ratings, summarized over examinees and criteria (in the writing sec-
tion), or summarized over examinees and tasks (in the speaking section). FACETS
reports two mean-square statistics indicating data–model fit for each rater, rater
infit and rater outfit. Whereas the infit statistic is sensitive to an accumulation of
unexpected ratings, the outfit statistic is sensitive to individual unexpected ratings.
Both statistics have an expected value of 1 and can range from 0 to infinity
(Linacre, 2002; Myford & Wolfe, 2003).
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TABLE 3
Illustrative Results From the Many-Facet Rasch Analysis (Writing Section)

Examinee Logit SE Infit Outfit Observed Scorea Fair Scoreb Number of Ratings

616 5.43 0.83 0.59 0.58 4.50 4.85 6
257 4.35 0.87 1.18 1.28 4.67 4.65 6
813 4.35 0.83 1.17 1.25 4.33 4.65 6
504 1.92 0.81 0.77 0.76 4.50 4.03 6

Note. Infit and outfit are mean-square fit statistics.
aObserved scores are averages computed on the basis of two independent raters’TestDaF-Niveaustufen

scores awarded to an examinee’s essay on each of three criteria. b Fair (or adjusted) scores are averages
computed on the basis of model parameters estimated in the FACETS (Linacre, 2004) analysis.



Raters with fit values greater than 1 show more variation than expected in their
ratings; data provided by these raters tend to misfit (or underfit) the model. By con-
trast, raters with fit values less than 1 show less variation than expected in their rat-
ings; data provided by these raters tend to overfit the model. As a rule of thumb,
Linacre (2002) suggested to use 0.50 as a lower control limit and 1.50 as an upper
control limit for infit and outfit mean-square statistics.8 Others researchers sug-
gested to use a narrower range defined by a lower control limit of 0.70 (or 0.75) and
an upper control limit of 1.30 (see, e.g., Bond & Fox, 2001; McNamara, 1996).

Table 4 presents percentages of rater fit values falling into the overfit, acceptable
fit, or misfit categories, using either a narrow or a wide range of upper and lower con-
trol limits. Regarding the writing section, there were several raters showing overfit
when the fit diagnosis was based on the narrowly defined fit range, whereas none of
the raters fell into the misfit category. The overfitting raters had muted ratings that
suggested a central tendency or, alternatively, a halo effect (see Engelhard, 2002;
Myford & Wolfe, 2004). When the wide fit range was used, all raters showed accept-
able fit. The only instances of misfit concerned the speaking section; however, the
percentage of raters showing acceptable fit did not fall below 90%, no matter
whether the range of fit statistics was set wide or narrow. For the most part, then, rat-
ers were internally consistent and used the TDN rating scale appropriately.

Psychometric Dimensionality of the Ratings

Indexes of fit were also used to address the issue of possible psychometric
multidimensionality (Henning, 1992; McNamara, 1996) in the writing and speak-
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TABLE 4
Percentages of Rater Mean-Square Fit Statistics

Writing Speaking

Fit Range Infit Outfit Infit Outfit

Narrow
fit < 0.70 (overfit) 24.1 27.6 0.0 0.0
0.70 ≤ fit ≤ 1.30 75.9 72.4 96.8 90.3
fit > 1.30 (misfit) 0.0 0.0 3.2 9.7

Wide
fit < 0.50 (overfit) 0.0 0.0 0.0 0.0
0.50 ≤ fit ≤ 1.50 100 100 100 90.3
fit > 1.50 (misfit) 0.0 0.0 0.0 9.7

Note. Infit and outfit are mean-square fit statistics.

8According to Linacre (2002), outfit values falling outside the 0.5 to 1.5 fit range are less of a threat
to measurement than exceedingly large (or small) infit values. Moreover, misfit is generally deemed to
be more problematic than overfit (Myford & Wolfe, 2003).



ing data sets, respectively. Regarding the writing section, the question asked was
whether ratings on one criterion followed a pattern that was markedly different
from ratings on the others, indicating that examinee scores related to different di-
mensions, or whether the ratings on one criterion corresponded well to ratings on
the other criteria, indicating unidimensionality of the data. The infit values pro-
vided by the FACETS analysis were 0.93 (global impression), 1.12 (treatment of
the task), and 0.94 (linguistic realization).

Using the same fit-based approach, the dimensionality of the ratings in the
speaking section was studied. Infit values for the nine tasks ranged from 0.83 (Task
4) to 1.06 (Task 2).

Because all the indexes were within even narrow quality control limits of 0.70
and 1.30, there appeared to be no evidence of psychometric multidimensionality in
either the writing or the speaking data set.

Criterion and Task Discrimination

To investigate whether the criteria used in the writing section and the tasks consid-
ered for rating in the speaking section, respectively, were equally discriminating,
that is, differentiated equally well between high and low proficiency examinees, the
rating scale category calibrations for criteria (or tasks) were examined.9 Tables 5 to 7
show the category calibrations, or thresholds, for each criterion and each task, re-
spectively,aswellas themeansandstandarddeviationsof the thresholdestimates.

Table 5 reveals that the rating scale category calibrations were fairly consistent
across criteria. As Tables 6 and 7 show, the same was true of the category calibrations
for the speaking tasks. In each case, the differences between mean thresholds of rat-
ingscalecategorieswere substantially larger than thecorrespondingstandarddevia-
tions. In addition, the thresholds for each criterion, and for each speaking task alike,
were widely separated along the examinee proficiency scale. Thus, on each criterion
(and on each speaking task, respectively), examinees had a high probability of being
correctly classified into a rating scale category that best described their ability.

Interaction Analysis

Two- and three-way interactions. To investigate whether each rater main-
tained a uniform level of severity across examinees, or whether particular raters
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9In a partial credit analysis, the rating scale for each criterion (or task) is modeled to have its own
category structure. A rating scale category calibration (or threshold; in FACETS reported as “step cali-
bration”) is the point on the examinee proficiency scale at which the probability curves for adjacent cat-
egories intersect. On the basis of the partial credit model, the average threshold difference computed for
a particular criterion can be used as an indirect measure of the criterion’s discrimination. Alternatively,
to estimate the discrimination (or slope) parameter directly, the generalized partial credit model could
be employed (see Embretson & Reise, 2000; Muraki, 1992; Rost, 2004).



scored some examinees’written or oral performance more harshly or leniently than
expected, I performed two-way interaction (i.e., Rater × Examinee) analyses. Simi-
larly, I ran a Rater × Criterion, or Rater × Task, interaction analysis to test for patterns
of unexpected ratings related to particular criteria used in the writing section, or to
particular tasks in the speaking section. Finally, I conducted a three-way interaction
analysis toexaminewhether thecombinationofaparticular raterandaparticularcri-
terion,or task, resulted in tooharshor too lenientscoresawardedtosomeexaminees.
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TABLE 5
Rating Scale Category Calibrations for Criteria Used in the Writing Section

Global Impression
Treatment
of the Task

Linguistic
Realization Threshold

Category Threshold SE Threshold SE Threshold SE M SD

TDN 3 –3.32 0.10 –3.97 0.09 –3.53 0.08 –3.61 0.27
TDN 4 –0.36 0.06 –0.04 0.06 0.02 0.06 –0.13 0.17
TDN 5 3.68 0.07 4.00 0.07 3.51 0.07 3.73 0.20

Note. TDN = TestDaF-Niveaustufen.Thresholds are points on the logit scale at which the proba-
bility curves for adjacent categories intersect.

TABLE 6
Rating Scale Category Calibrations for TDN 5-Level Tasks Used

in the Speaking Section

Task 1 Task 2 Task 3 Threshold

Category Threshold SE Threshold SE Threshold SE M SD

TDN 3 –2.77 0.09 –2.59 0.08 –3.11 0.10 –2.82 0.22
TDN 4 –0.15 0.06 –0.17 0.06 –0.25 0.06 –0.19 0.04
TDN 5 2.91 0.06 2.76 0.07 3.37 0.06 3.01 0.26

Note. TDN = TestDaF-Niveaustufen. Thresholds are points on the logit scale at which the proba-
bility curves for adjacent categories intersect.

TABLE 7
Rating Scale Category Calibrations for TDN 4-Level Tasks Used

in the Speaking Section

Task 4 Task 5 Task 6 Threshold

Category Threshold SE Threshold SE Threshold SE M SD

TDN 3 –1.42 0.11 –1.76 0.08 –1.27 0.09 –1.48 0.20
TDN 4 1.42 0.06 1.76 0.06 1.27 0.06 1.48 0.20

Note. TDN = TestDaF-Niveaustufen. Thresholds are points on the logit scale at which the proba-
bility curves for adjacent categories intersect.



Table 8 lists the total number of combinations of facet elements considered in
each interaction analysis, the percentage of (absolute) Z scores equal or greater
than 2, the minimum and maximum Z scores, as well as their means and standard
deviations. Whereas the percentage values for the Rater × Examinee and Rater ×
Examinee × Criterion (or task) interactions were generally fairly low, more than a
third of the combinations of raters and criteria were associated with substantial dif-
ferences between observed and expected ratings. When raters’ scoring behavior
was studied in relation to speaking tasks, the percentage of residuals flagged as un-
expected was considerably lower, as compared to criteria; yet, still about a sixth of
the combinations yielded statistically significant Z scores.

Gender bias. The foregoing analysis revealed that only a fairly small percent-
age of Rater × Examinee interactions produced unexpected responses, regardless of
the TestDaF section considered. Hence, there was not much room left for identifying
ratings that systematically varied as a function of examinee gender. Still, the question
of whether, and to which degree, individual raters were subject to gender bias when
scoringessaysoraudio-recordedutterancesremainedtobeanswered,giventhepoten-
tially harmful consequences for examinees that such a bias can have, how ever small
that bias may be. Therefore, I included parameters for the gender facet and the Rater ×
Examinee gender interaction in the measurement model. This extension of the basic
model allowed to study differential rater functioning related to examinee gender.10
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TABLE 8
Summary Statistics for the Interaction Analysis

Type of Interaction

Rater × Examinee
Rater × Criterion

(or Task)
Rater × Examinee ×
Criterion (or Task)

Statistics Writing Speaking Writing Speaking Writing Speaking

N combinations 2,568 2,481 87 279 7,704 15,522
% large Z scoresa 3.6 2.6 37.9 15.4 1.5 1.1
Minimum Z –3.63 –3.08 –4.66 –5.11 –3.08 –3.15
Maximum Z 3.46 2.83 4.93 4.47 3.51 3.65
M 0.02 0.02 –0.01 0.02 0.04 0.09
SD 0.94 0.90 2.08 1.54 0.78 0.66

aPercentage of absolute Z scores (standardized bias scores) equal to or greater than 2.

10In early TestDaF examinations as in this one, each essay (in the writing section) and each cassette
(in the speaking section), as well as each scoring sheet, had a label attached to it, which contained, in ad-
dition to an identification number and other technical details, the examinee’s full name. This was to
make sure that testing materials were correctly assigned to examinees throughout the testing and scor-
ing process. Following the implementation of automated scanning procedures this practice has been
changed, and examinees are now identified by number only.



At the group-level analysis, three statistical indicators provided information on
potential gender bias: (a) the fixed chi-square statistic helped to find out whether
female and male examinees shared the same calibrated level of performance, (b)
the gender separation index yielded the number of statistically distinct levels of
performance among the gender groups, and (c) the reliability of gender separation
showed how well female and male examinees were separated in terms of their
performances.

However, as Myford and Wolfe (2004) emphasized, the information provided
by each of these summary statistics may be interpreted as demonstrating group-
level rater differential severity or leniency only if the researcher has prior knowl-
edge about whether the average measures of the gender groups should differ. Be-
cause gender differences in verbal ability have been extensively studied, such
knowledge was available here (see, e.g., Du & Wright 1997; Engelhard, Gordon,
& Gabrielson, 1991; Halpern, 2000; Hyde & Linn, 1988; Johnson, 1996). For in-
stance, in a meta-analysis covering 165 studies, Hyde and Linn (1988) found an
overall mean effect size of 0.11, indicating a slight female superiority in verbal
performance. More specific analyses revealed that the mean effect size was 0.09 (p
< .05) for essay writing and 0.33 (p < .05) for speech production.11 Thus, the ex-
pectation in this study was that women would outperform men, both in the writing
and the speaking section, albeit only to a small degree. Evidence of gender bias,
therefore, would require that the calibration values for the gender facet were either
very small (and not significantly different), indicating gender bias favoring men, or
very large (and significantly different), indicating gender bias favoring women.

Table 9 (upper part) provides the relevant summary statistics based on the
group-level analysis.

The female–male difference between overall writing measures was 0.44 logits.
Women proved to be more proficient than men. As indicated by the chi-square
value, the gender difference was statistically significant; both the gender separa-
tion index and the separation reliability confirmed this (see, for highly similar find-
ings in a large-scale writing assessment context, Du & Wright, 1997).

Included in Table 9 are also the results of the individual-level analysis, indicat-
ing whether there were individual raters that displayed differential severity in their
ratings. To identify such raters, a bias analysis was performed in which a Rater ×
Gender group interaction bias term was estimated. FACETS provided two kinds of
relevant evidence, each referring to the same underlying bias or interaction infor-
mation, yet from a different perspective. First, each rater was crossed with each
gender group to pinpoint ratings that were highly unexpected given the pattern re-
vealed in the overall analysis (“residual analysis” in Table 9). Second, the severity
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11The effect size computed for each study was defined as the mean for women minus the mean for
men, divided by the pooled within-gender standard deviation (see Hedges & Olkin, 1985).



of a particular rater when rating women was compared to this rater’s severity when
rating men, using an approximate t test (“pairwise analysis” in Table 9).

Thus, in the writing section, there was only 1 rater–examinee gender combina-
tion (out of 58 combinations) that was associated with an unexpectedly high Z
score (bias measure = 0.38 logits, SE = 0.19, Z = 2.06). The positive sign of the bias
measure (or Z score) indicated that this (male) rater on average awarded male
examinees lower scores than expected on the basis of the model; the opposite ten-
dency to award female examinees higher scores than expected failed to reach sig-
nificance (bias measure = –0.22 logits, SE = 0.14, Z = –1.57). In addition, the over-
all test that the interaction effects differed from zero was not significant.

Regarding the pairwise analysis, 3 comparisons (or 10.3%) yielded significant t
values; that is, 2 (male) raters were more severe with male examinees than with fe-
male examinees, and 1 (female) rater was more lenient with male examinees than
with female examinees. However, when multiple comparisons of raters are made
(as in the pairwise analyses presented here), critical significance levels should be
adjusted to guard against falsely rejecting the null hypothesis that no biases were
present (see, e.g., Engelhard, 2002). To this purpose methods such as those based
on the Bonferroni inequality can be used (see Myers & Well, 2003). Adopting a
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TABLE 9
Group- and Individual-Level Analysis of Differential Rater

Functioning Related to Examinee Gender

Statistics Writing Speaking

Group level
Women

Measure 0.22 0.10
SE 0.03 0.02

Men
Measure –0.22 –0.10
SE 0.03 0.02

χ2 (df) 89.3* (1) 40.9* (1)
Gender separation index 9.15 6.21
Separation reliability 0.98 0.95

Individual level
Residual analysis

% large Z scoresa 1.7 1.6
χ2 (df) 38.8 (58) 65.1 (62)

Pairwise analysis
% large t valuesb 10.3 19.4

aPercentage of absolute Z scores (standardized bias scores) of Rater × Gender
group pairs equal or greater than 2. bPercentage of men–women pairs per rater with
(absolute) t values equal or greater than 2.

*p < .01.



conservative approach like this, none of the Z or t values observed at the individual
level of analysis proved to be statistically significant.

Looking at the speaking section, much the same pattern of results showed up,
with the difference in measures for women and men amounting to 0.20 logits (see
Table 9). Thus, there was a somewhat smaller, yet still significant difference in
overall speaking proficiency measures between women and men, with women out-
performing men.

At the individual level, only 1 comparison (out of 62 comparisons) yielded a
statistically significant Z score (bias measure = 0.20 logits, SE = 0.10, Z = 2.10). As
indicated by the bias measure’s positive sign, this (female) rater on average
awarded male examinees lower scores than expected on the basis of the model; the
opposite tendency to award female examinees higher scores than expected failed to
reach significance (bias measure = –0.15 logits, SE = 0.08, Z = –1.83). Just as for
writing, the overall test that the interaction effects differed from zero was not sig-
nificant.

Turning to the pairwise analysis, 6 comparisons (or 19.4%) yielded significant t
values; that is, 3 (female) raters were more severe with male examinees than with
female examinees, and 3 (female) raters were more lenient with male examinees
than with female examinees. Yet, again, when a Bonferroni adjustment was used,
none of the Z or t values observed at the individual level of analysis proved to be
statistically significant.

SUMMARY AND DISCUSSION

The main purpose of this research was to investigate rater effects in the writing and
speaking parts of the TestDaF. Building on the many-facet Rasch measurement ap-
proach, I studied rater main effects and interactions between raters and examinees,
raters and criteria used for scoring in the writing section, and raters and tasks con-
sidered for scoring in the speaking section, as well as three-way interactions in-
volving raters, examinees, and criteria or tasks, respectively.

Analyzing rating data from a worldwide TestDaF administration, I found that
raters (a) differed strongly in the severity with which they rated examinees; (b)
were fairly consistent in their overall ratings; (c) were substantially less consistent
in relation to criteria or tasks, respectively, than in relation to examinees; and (d) as
a group, did not show gender bias.

The finding that raters did not function interchangeably in any of the scor-
ing sessions agreed well with related research on the degree of severity exer-
cised in language performance assessments (see, for reviews, Engelhard, 2002;
McNamara, 1996; Myford & Wolfe, 2003). At the same time, the spread of rater
severity or leniency differences observed in this study was such that in quite a num-
ber of cases the actual level of proficiency would have come to be underestimated
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when two severe raters had happened to score examinee performance, or to be
overestimated when two lenient raters had happened to do the scoring. To compen-
sate for this pronounced rater effect, the many-facet Rasch analysis yields for each
examinee an expected performance rating from a hypothetical rater with severity
or leniency level equal to zero. This fair average (or fair score) can be used to pro-
vide a rater-free estimate of examinee proficiency.

The substantial rater severity or leniency differences shown here, and widely
documented in subsequent research on rater effects in other TestDaF performance
assessments (Eckes, 2003, 2004a, 2004b), has had three important consequences
for the design and implementation of scoring operations in the period following:
(a) With respect to rater training, more importance is attached to within-rater con-
sistency than to between-rater homogeneity in the use of scoring standards, (b) rat-
ers are constantly monitored on the basis of their severity or leniency and consis-
tency, (c) final TDN writing and speaking scores are awarded to examinees on the
basis of their fair scores, that is, after adjusting their observed scores for differ-
ences in rater severity.

In terms of their overall use of the TDN rating scale, raters appeared to be inter-
nally consistent in scoring examinee writing or speaking performance. Yet, they
were less consistent when moving from one criterion in the writing section, or task
in the speaking section, to the next. The FACETS interaction analysis revealed that
about 37% of the Rater × Criterion combinations, and about 16% of the Rater ×
Task combinations, produced unexpectedly high deviations from model expecta-
tions. Because the rating criteria were designed to tap different aspects of ex-
aminee writing performance, the fairly high percentage of flagged interactions for
writing is less of a problem than it may first seem. Nonetheless, the fact that raters
exercised more severity or leniency with some criteria than with others, as com-
pared to model expectations, points to unwanted rater variability in construing the
meaning of each criterion. With speaking, the situation is somewhat different, be-
cause each task is designed to assess the same underlying dimension, albeit at dif-
ferent levels of proficiency. Hence, inconsistency in ratings across tasks highlights
another, maybe even more problematic aspect of the assessment system. As one
way to counter these problems, the scoring procedure used in both sections has
been revised such as to raise the rater consistency in relation to criteria and tasks,
respectively.

In this study, I also tested whether raters displayed a gender bias when scoring
examinees’ essays or speaking performance. Adding a gender facet and a Rater ×
Gender group interaction bias term to the basic measurement model allowed to
address this issue. The results showed that, on average, women were awarded
higher scores than men in both the writing and the speaking sections—a result
that was in line with expectations based on prior research on gender differences in
verbal ability. The observed difference, therefore, could not be interpreted as evi-
dence of gender bias exercised by the raters as a group. However, in some individ-
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ual cases, tendencies to score women more leniently than men, or vice versa,
turned up. Though failing to reach the level of significance when a Bonferroni ad-
justment was used, these biased tendencies were somewhat more pronounced in
the speaking than in the writing section, presumably because examinee gender was
easily conveyed to raters in the speaking section by vocal features of examinee
performance.

It was beyond the scope of this article to give a detailed account of other im-
portant kinds of rater effects potentially manifesting themselves in performance
assessments (see, for an in-depth discussion, Myford & Wolfe, 2004; Wolfe,
2004). The focus was on severity or leniency and special forms of differential se-
verity or leniency. Data relevant to detecting other effects such as central tendency,
randomness, and halo, were not considered in any detail. In particular, the halo ef-
fect could be an issue due to the specifics of the scoring procedure used with the
TestDaF writing and speaking sections. Work is currently in progress to investigate
halo and other kinds of rater effects utilizing the many-facet Rasch measurement
framework.

In future research on rater-mediated performance assessments in general, and
TestDaF assessments in particular, other important issues to address, or to study
more intensely, include the following: (a) What factors account for the differences
in severity or leniency that raters exercise when scoring examinee performance?
(b) How stable (or variable) are severity measures across different scoring ses-
sions, contexts, and points in time? (c) How do raters deal with feedback on their
severity or leniency level and degree of scoring consistency provided by findings
from many-facet Rasch analysis? (d) Does differential rater functioning exist in re-
lation to other examinee background variables (e.g., ethnicity or second lan-
guage)? (e) Do raters fall into types characterized by distinctive and coherent pat-
terns of scoring tendencies, and, if so, what is the nature of these patterns? In the
end, answers to questions like these serve to provide examinees with test scores as
objective, valid, and fair as possible.

CONCLUSION

Rater effects are a perennial and ubiquitous phenomenon. They usually come in
many forms and can hide in many parts of an assessment system. In this research,
the many-facet Rasch measurement approach was used to detect potential ramifi-
cations of rater effects in assessments of writing and speaking performance in the
Test of German as a Foreign Language (TestDaF). Specifically, through fine-
grained interaction analyses this approach was able to pinpoint aspects of the
TestDaF assessment system that were functioning as intended, as well as poten-
tially problematic aspects. The information thus gained has been guiding the revi-
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sion of rater-mediated assessments as an integral part of the quest for further im-
provement on the TestDaF’s psychometric quality.
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